Course Title: Ethics in Artificial Intelligence

Instructor: Cam-Tu Nguyen
Instructor Affiliation: School of Artificial Intelligence
Semester: Spring semester
Course Level:  Undergraduate 
Credit: 2
Course code：30000390

Course Description (within 150 words)
Artificial Intelligence has been applied to many corners of our life. And yet, there are raising concerns from the public about ethical issues of AI systems such as accountability, transparency, data privacy, fairness and biases, to name a few. In order for AI to be applied successfully in real- life, important ethical lessons must be learned from the recent failures of AI systems such as Microsoft AI chatbot Taylor (2018), which is turned into a racist chatbot within 24 hours, and the accident of Uber’s self-driving car, which killed a pedestrian in 2018.

The objective of this course is to equip students with necessary tools to deal with ethical issues and dilemmas in Artificial Intelligence systems. These tools are divided into governing methods such as developing code of ethics, and engineering approaches such as technical methods for explainable AI, deploying ethical values into AI systems.


Assessment
	Quizzes (2)
	30%

	Essay (1)
	30%

	End of Semester Report (1)
	40%



Syllabus：
1. Week 1: Artificial Intelligence and Its Social Impact (I)
This class introduces Artificial Intelligence (AI) which covers AI definitions, the differences between realistic AI and those in science fictions, history of AI, and how can we validate AI.
Readings:
1. Stuart Russell and Peter Norvig, Artificial Intelligence: A Modern Approach (3rd Edition), first chapter
2. Chris Smith, and Brian McGuire, and Ting Huang, The History of Artificial Intelligence, University of Washington, 2016
2. Week 2: Artificial Intelligence and Its Social Impact (II)
This class investigates the social impacts of AI: hypes, AI for social good, risks of AI, how AI will affect future jobs.
Readings:
1. Google, Accelerating social good with artificial intelligence: insights from the Google AI Impact Challenge, 2019, link
2. Jim Torresen, A Review of Future and Ethical Perspectives of Robotics and AI, 2018 
3. CJ Haughey, AI for Social Good: 7 inspiring examples, 2019 
4. Saurabh Mishra, and Raymond Perrault, and Yoav Shoham, and Erik Brynjolfsson, and Jack Clark, and John Etchemendy, and Barbara Grosz, and Terah Lyons, and James Manyika, and Juan Carlos Niebles, Artificial Intelligence Index, 2019 Annual Report 
    Events:  Assignment #1 is announced, due at Week 5
3. Week 3: What do We Need to Know about Ethics? (I) 
This class focuses on the fundamental of Ethics: definitions, Ethics vs Moral, Ethics vs Law, Ethics vs Religions, Ethical Theories.
Readings: 
1. Paula Boddington, Towards a Code of Ethics for Artificial Intelligence, Springer, 2017, Chapter 2.
2. James Rachels, The Elements of Moral Theory, 2003
4. Week 4: What do We Need to Know about Ethics? (II)
This class continues introducing Ethical Theories and provides overview of Professional Code of Ethics, i.e. purposes of codes of ethics, the commonalties of professional codes of ethics.
Readings: 
1. Paula Boddington, Towards a Code of Ethics for Artificial Intelligence, Springer, 2017, Chapter 2.
5. Week 5: Artificial Intelligence and Ethics (I) 
This class introduces the reasons of considering Ethics for Artificial Intelligence and current Initiatives for Ethical AI. 

    Readings: 
1. Paula Boddington, Towards a Code of Ethics for Artificial Intelligence, Springer, 2017, Chapter 3.
2. Anna Jobin, Marcello Icenca, Effy Vayena, Artificial Intelligence: the global landscape of ethics guidelines, 2018
    Events: 
1. Assignment #1 is due
2. Quiz #1 on Ethics
6. Week 6: Artificial Intelligence and Ethics (II)
This class discusses some questions such as whether AI raises particular questions for Ethics, how it challenges professional Ethics, etc.
Readings: 
1. Paula Boddington, Towards a Code of Ethics for Artificial Intelligence, Springer, 2017, Chapter 5,6
7. Week 7: Transparency and Explain-ability (I)
We explore a specific dimension of Ethics in AI: transparency and explain-ability. This lecture introduces history and concepts of informed consent, transparency requirements for AI between legal norms and contextual concerns. A case study of automated health care app is considered. 
Readings: 
1. Heike Felzmann et al., Transparency you can trust: Transparency requirements for artificial intelligence between legal norms and contextual concerns
2. Lydia F de la Torre, The “right to an explanation” under EU data protection law, Medium, 2019.
3. Mike Ananny and Kate Crawford, Seeing without knowing: Limitations of the transparency ideal and its application to algorithmic accountability, New Media & Society, 2016
4. Ansgar Koene et al., A governance framework for algorithmic accountability and transparency, 2019.
Events: 
1. Determining the groups for final report + First draft of the idea of the report (title + 1 page description): due in 2 weeks

8. Week 8: Transparency and Explain-ability (II)
This class follows from the previous lecture on transparency and explain-ability. Its aim is to provide students with techniques for explainable AI.
Readings 
1. Bahador Khaleghi, The How of Explainable AI: Post-modelling Explainability, Towards Data Science, 2019
2. Alejandro Barredo Arrietaa et al., Explainable Artificial Intelligence (XAI): Concepts, Taxonomies, Opportunities and Challenges toward Responsible AI, 2019.
9. Week 9: Government, Accountability and Liability 
This lecture covers the following questions: Do AI bots need regulations? Liability Rules and AI? Who is responsibile if self-dring cars crash?. Case studies of self-driving cars is used as an example.
Readings:
1. Thomas Burri, Machine Learning and The Law: Five Theses, 2016
2. David C. Vladeck, Machines without Principals: Liability Rules and Artificial Intelligence, 2014
3. Azim Shariff, Lyad Rahwan, and Jean-Franvois Bonnefon, Whose Life Should Your Car Save?, The New York Times, 2016
4. Cassie Kozyrkov, Whose fault is it when AI make mistakes? Towards Data Science, 2018
5. Ansgar Koene et al., A governance framework for algorithmic accountability and transparency, 2019.
6. Discussion Paper on Artificial Intelligence and Personal Data-Fostering Responsible Development and Adoption of AI.
7. Khari Johnson, Google researchers release audit framework to close AI accountability gap, 2020, link
Events: Group and topic registration for final reports.
10. Week 10: Fairness and Biases (I) 
This class examines case studies of AI in jurisdiction, AI for human resources and discusses the issues of fairness in AI systems. 
Readings:
1. Racial Bias and Gender Bias Examples in AI Systems, Medium, 2018
2. Gregory Barber, The Viral App That Labels You Isn't Quite What You Think, 2019
3. European ethical charter on the use of Artificial Intelligence in judicial systems and their environment, 2019
4. The Toronto Declaration: Protecting the right to equality and nondiscrimination in machine learning systems, 2018
5. Julien Lauret, Amazon’s sexist AI recruiting tool: how did it go so wrong, 2019.
6. Ansgar Koene et al., A governance framework for algorithmic accountability and transparency, 2019.
11. Week 11: Fairness and Biases (II) 
This class continues the topic of fairness and biases. In particular, this class will examine available methods to avoid biases in Machine learning.
Readings:
1. How to prevent discriminatory outcomes in Machine Learning.
2. Cynthia Dwark, Fairness Through Awareness, 2019
3. Kenn So, Open View: AI/ML Fairness, Inside AI, 2019
4. Robyn Speer, How to make a racist AI without really trying, 2017, link
5. Micah Altman, Alexandra Wood, and Effy Vayena, A Harm-Reduction Framework for Algorithmic Fairness, 2018
12. Week 12: Privacy and Data Ownership (I) 
This class critically discusses the privacy issue in AI systems. 
Readings:
1. Wang Yiwei, How AI-Powered Voice Bots Flooded China’s Telemarketing Industry, 2019
2. Article19, Privacy and Freedom of Expression in the age of Artificial Intelligence, 2019
Events: Quiz #2
13. Week 13: Privacy and Data Ownership (II)
This class follows the previous class of privacy and data ownership. An overview on differential privacy will be introduced.
Readings: 
1. An Nguyen, Understanding Differential Privacy, Towards Data Science, 2019
2. Congzheng Song and Vitaly Shmatikov, Auditing Data Provenence in Text Generation Models, KDD, 2019

14. Week 14: AI and Security
Readings: 
1. Miles Brundage et al., The Malicious Use of Artificial Intelligence: Forecasting, Prevention, and Mitigation, 2018
15. Week 15: Power and Control: The case study of autonomous weapon. 
Readings: 
1. Matt Bartlett, The AI Arms Race in 2019, TowardsDataScience
2. Cetre Delas, Armed robots, autonomous weapons and ethical issues, 2018
3. The Ethics of Autonomous Weapons Systems, Reading list: link
16. Week 16: How to build a Moral Machine
Readings: 
1. Wendell Wallach and Colin Allen and Iva Smit, Machine Morality: Bottom-up and Top-down Approaches for Modeling Human Moral Faculties
2. Derek Leben, Ethics for Robots: How to design a Moral Algorithm, 2019
3. Keren Hao, Giving Algorithms a Sense of Uncertainty Could Make Them more Ethical, 2018
17. Week 17: Teaching AI Social Norms and Ethical Values
Readings: 
1. Ritesh Noothigattu et al., Teaching AI Agents Ethical Values, IJCAI, 2019
2. [bookmark: _GoBack]Zhi-Xuan Tan, Jake Brawer, Brian Scassellati, That’s Mine! Learning Ownership Relations and Norms for Robots, AAAI 2019
3. Derek Leben, Ethics for Robots: How to design a Moral Algorithm, 2019
18. Week 18: The Future of AI and Ethics
Readings: 
1. Jim Torrensen, A Review of Future and Ethical Perspectives of Robotics and AI, 2018, link
2. AI Ethics Reading list, link
Events: Final Report Due 
